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over 60 countries & regions

40,000+ Employees on R&D

500 Million Active Users
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Dr. Hongyu Sun
Sr. Director, OPPO
Hongyu.sun@oppo.com

Dr. Sun is the head of computing & graphics research 
institute in OPPO, responsible for converting state of the art 
graphics technologies into products. He is particularly 
focused on efficient and realistic rendering, both traditional 
and AI-powered. Before OPPO, he was chief software 
architect for Huawei, terminal OS dept, responsible for 
graphics and computer vision features. He holds a Ph.D from 
Iowa State University, where he worked under Dr. Robyn 
Lutz.
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OPPO Computing & Graphics Research Institute

Seattle, Shenzhen, Shanghai, Nanjing

Mission & Duties

 Working on state-of-the-art mobile graphics and computing 
technologies. 

 Building a technology advancement branding image in mobile 
graphics industry. 

 Driving product ready technology’s implementation. Supporting 
gaming and operating system oriented mobile graphics 
applications.

System Graphics

Graphics & Imaging Algorithm

GPGPU& AI Computing

Game Engine

Rendering Pipeline

Technology investment area



POTENTIAL CONTRIBUTION FROM OPPO TO O3DE

System Graphic Technology

Graphics & Imaging Algorithm

Game Engine
 

• Mobile friendly game development ecosystem (IDE, 
build, test, deployment etc.)

• Develop hybrid rendering pipeline (Rasterization + Ray 
Tracing)

• Mobile Ray Tracing benchmark

• Mobile perf tuning and profiling toolset

• Mobile GPU features:  Hardware accelerated Ray 
Tracing, Variable Rate Shading (VRS)

• Popular Mobile Game Engine Features: Adaptive 
Performance (ADP)



VALUE OPPO BRINGS TO O3DE

Drive technology’s propagation and adoption:

• Bring our deep understanding of mobile game platforms and users to O3DE society. 

• Push mobile technology evolvement in the industry, drive the formalization of best 
practice and common standards. 

• Speed up O3DE’s adoption to mobile game developers. 

• Support ShaderNN2.0 Plugin.
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Major challenges for on-premises inference for mobile 
devices:
• Limited computational capacity.
• Low power budget.
• Model compatibility.
• Customizable and lightweight implementation.
• Deeply coupled with image/graphic applications.
• Varied memory access methods and I/O bus bandwidth.

Cloud Inferencing

On-premises Inferencing

Mobile Inference Engine Overview



ShaderNN: A Shader Based Lightweight and Efficient Inference Engine for Mobile 
GPU
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• Use texture-based input/output, which provides an efficient, zero-copy integration with real-time graphics pipeline or image 
processing applications, thereby saving expensive data transfers & format conversion between CPU and GPU.

Innovations of ShaderNN 

A. Integrate with other inference engines B. Integrate with ShaderNN
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• Built on native OpenGL ES and Vulkan, which can be easily integrated with the graphics rendering pipeline to maximize the 
use of computing resources, suits for rendering, image/video and game AI applications.

• Leverage the fragment shader based on OpenGL backend in the neural network inference operators, which is advantageous 
when deploying parametrically small neural network modes.

• Enable a hybrid implementation of compute and fragment shaders, with the ability to select layer-level shaders for 
performance optimization.
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ShaderNN Framework Architecture



ShaderNN Inference Core Algorithms



• High Performance
• Utilize GPU Shader: Implement core operators using GPU Shader to leverage parallel computing capabilities for 

optimal performance.
• Pre-built Static Computation Graph: Optimize with constant folding and operator fusion to accelerate forward 

operation speed.

• Lightweight & Portability & Extensibility
• No Third-Party Library Dependencies: Ensure independence from external libraries, reducing overhead and 

simplifying integration.
• Mobile Platform Optimization: Optimize specifically for mobile platforms, enabling effortless portability, 

deployment, and upgrades.
• Simple Input/Output Interface: Provide a user-friendly interface compatible with GPU processing for streamlined 

interactions.

• Versatility
• Framework & CNN network Compatibility: Support popular framework formats like TensorFlow, PyTorch, and 

ONNX. Support common classification, detection, segmentation, and enhancement networks.
• User-Defined Operators: Enable easy implementation of new models by supporting user-defined operators.
• Flexible backend configure: Select the running backend statically or dynamically according to the platform 

resources during model execution, dynamically adjusting kernel running parameters for minimal energy 
consumption at runtime.

Key Features of ShaderNN 



ShaderNN Performance and Power Consumption Comparison – OpenGL backend 
with TensorFlow Lite

• On selected target processor 
chipsets, ShaderNN outperforms 
TensorFlow Lite on certain tasks, 
with 75%-90% better performance 
on spatial denoise and ESPCN, and 
up to 50% better performance on 
Resnet18 and YOLO v3 tiny.

Performance comparison

• The fragment shader pipeline 
offers the option to execute as 
either no MRT (single render 
target) or double plane MRT.

• On certain Qualcomm chipsets 
like Snapdragon SM8350 and 
SM8450, MRT optimization can 
provide additional speed up.

Performance comparison over MRT 
and Fragment/Compute Shader

• When inferring Spatial Denoise, ESPCN, 
Resnet18, and YOLO v3 tiny, ShaderNN 
can save up to 80%, 70%, 55%, and 
51% of energy, respectively.

Power consumption comparison



ShaderNN Performance and Power Consumption Comparison – Vulkan backend 
with MNN

Performance comparison Power consumption comparison

• ShaderNN outperforms MNN on selected target processor 
chipsets, with 50%-80% better performance on tasks such 
as spatial denoise and ESPCN, and 6%-60% better 
performance on tasks such as Resnet18 and Style Transfer.

• When inferring tasks such as Spatial Denoise, ESPCN, 
Resnet18, and Style Transfer, ShaderNN can save up to 
60%, 70%, 45%, and 70% of energy, respectively.



Fast Neural Style Transfer described in Perceptual Losses for Real-Time 
Style Transfer and Super-Resolution along with Instance Normalization

• A demo app pipeline optimized for throughput over 
latency, data transfer, and video processing.

A: Rain Princess Style B: Udnie Style

D: Mosaic StyleC: Candy Style

ShaderNN Android Demo App

https://github.com/onnx/models/tree/main/vision/style_transfer/fast_neural_style
https://arxiv.org/abs/1603.08155
https://arxiv.org/pdf/1607.08022.pdf


MOBA Game Input

MNSS (×2) 

MNSS: Neural Supersampling Framework for Real-Time Rendering on Mobile Devices 
                                                     by Zhejiang University and OPPO

Cooperation between Academia and Industry

https://ieeexplore.ieee.org/document/10076842


• Source Code
• Standalone inference core 

that can be easily integrated
• Developer Guide 

• Getting started
• How to create custom layer
• How to implement model 

processor
• How to load and run model
• How to validate results
• How to benchmark

• Tools
• Tool to covert models from 

TensorFlow, PyTorch and 
ONNX

• Demo App
• Provide Android demo app to 

show how to integrate 
ShaderNN

• Model Zoo
• Provide common CNN models

https://github.com/inferenceengine/shadernn (Apache2.0 License）

ShaderNN OpenSource Community

https://github.com/inferenceengine/shadernn


2021.10 – 2022.6 
ShaderNN Phase I    

        
2022.7-2023.5 

ShaderNN Phase II
2023.6-2023.12 
ShaderNN Phase III

1. Support OpenGL Fragment Shader 
backend

2. Support OpenGL Compute Shader 
backend

3. Open source ShaderNN 1.0 with 
Apache 2.0 License

4. Demonstrate ShaderNN features at 
SIGGRAPH 2022

 

1. Support Vulkan Compute Shader 
backend

2. Support multiple inputs
3. Open source ShaderNN 2.0 preview 

release
4. Integrate into OPPO inference platform 

framework 

1. Join LFAI & DATA Sandbox program
2. Demonstrate ShaderNN new features at 

SIGGRAPH 2023
3. Add new operator support
4. Add new model conversion support
5. Optimize convolution and matrix 

multiplication 
6. Optimize scheduling that automatically 

selects backend
7. Engage more ShaderNN users

ShaderNN OpenSource Roadmap



• Companies that may be invited as maintainers for the open-source 
community
• MediaTek
• Qualcomm
• Universities, such as Zhejiang University

• Key technical points for co-construction.
• New operator and model support
• ARM optimization
• OpenGL and Vulkan backend optimization
• AIGC applications

• Key product demo & implementations
• Deep learning Super Sampling for mobile game

• Potential target users
• Mobile GPU providers
• Android AI app developers
• University researchers

Future Work



looking forward to work with you all
hongyu.sun@oppo.com
jingtao.zhang@oppo.com
pengzhouhu@oppo.com



THANKS


